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Introduction
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Algorithm 1: Training method for a MRP-
QA System

Input :KBQA dataset
(¢"9"eg)in=1,2,---; N,
Knowledge Base KB,

Threshold k; and k5.

Output: Trained model
1 foreach inmﬂ,_ﬁ;ﬁiﬂ;m
2 Use DFS algorithm to get a set of paths
P from ej toy".
3 Remove from P™ paths that point to
more than k; entities.

end
foreach barch do
foreach (¢".y". ef}) in the batch do
Get top k2 paths in P sorted by
p(p|q) based on current model: .

=Pl DL}

Q= B

end
9 Update model parameters by
maximizing

> log 37 p(y"lp,q")P(ple")

(g™y™.el) pepn

1 end




Experiment

#rrain | #valid | #test | max_hops | =1 path
WQSP | 2677 | 297 | 1639 2 79.4%

CWQ | 27639 | 3519 | 3531 6 83.4%
1l 1275 | 159 | 160 2 125% |

PQI3H | 1649 | 206 | 207 3 45.2%

PQL+ | 2924 | 365 | 367 3 30.6%

Table 1: Statistics of datasets. To count the data per-
centage with more than one path, i.e. >1 path, we use
graph search algorithm to calculate what percentage of
QA pairs can be solved with MRPs.




Experiment

WQSP | CWQ
STAGG_SP (Yih et al., 2016) e .
HR-BiLSTM (Yu et al., 2017) 623 | 312
KBQA-GST (Lan et al., 2019) 67.9 | 365

KV-MemNN* (Miller et al., 2016) 38.6 -
STAGG_answer* (Yih et al., 2016) | 66.8 -

NSM# (Liang et al., 2017) 69.0 ;
GRAFT-Net* (Sun et al., 2018) 628 | 26.0
PullNet*(Sun et al., 2019) 68.1 | 472
TransferNet*(Shi et al., 2021) 714 | 486
NSM.; *(He et al., 2021) 743 | 488
MRP-QA-marginal_prob* 749 | 499

Table 2: We report F1 (%) on WQSP and CWQ test sets.
Methods labeled with * only require the final answer as
the supervision, and they are directly comparable to our
MRP-QA model. As references, We also report the per-

formance of methods that requires extra supervisions in
the first block.




Experiment

Setting A Fl (std)
MRP-QA — entity_in RNN —2.1(0.21)
MRP-QA — marginal_prediction —1.% (0.32)
MRP-QA — inferencein_training | —3.4 (0.15)
MRP-QA — mutual _in formation —1.5(0.16)

Table 3: Feature ablation study on the dev set with a
mean of 5 runs.




Experiment

Method Objective Path p
single ground truth — plylp, 9)p(plg) single ground truth path leading to y
single random — plylp, ¢)p(plg) single random path leading to y
multiple product —  [-[] .5 p(¥IP. 9)p(Pl9) all valid paths leading to y
multiple marginal (MRP-QA) >~ p(y|p, ¢)p(p|q) all valid paths leading to y

Table 4: Different choices of paths and objectives.

N



Experiment

WOQSP CWQ
1path | =1 path | all | | path | > path [ all
single ground truth 608 623 | GR1 | 408 4L (464
single random 657 1 | 648 | 408 4649 |49
W 69.1 02 |697] 409 | 507 (475
multiple marginal (MBP-0QA) | 730 | 763 [ 749 | 437 530|499

Table 5: We break test set into two groups based

on number of paths associated with them and report
F1(%).
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PQL2H | PQL3H | PQL+
HR-BILSTM (Yu et al., 2017) 97.5 87.9 929
IRN (Zhou et al., 2018) 12.5 710 329
ABWIM (Zhang et al., 2018) 94.3 =29.3 92.6
UHop (Chen et al., 2019) 91.5 89.3 92.3
KV-MemNN* (Miller et al., 2016) 722 67.4 -
Our MRP-QA Method-marginal prob* | 98,4 97.8 98.0

Table 6: We report set accuracy (%) on PQL. Similar to
Table 2, we use * to highlight the methods which only

requires the answer as supervision.




Experiment

Question: what state does mngy live in?

Answer: Massachusetts

Topic entity: romney

SINGLE GROUND TRUTH

MULTIPLE PRODUCT

MULTIPLE MARGINAL (OUR)

89:children ,

.29:education _institution/ state province region

.8 3:places lived/ location

D6 government pnsitious’jurisdieﬁon_of_ofﬁce

.25:places lived/ location

1 2:government _positions/ jurisdiction of _office

4:government _positions/ office _position_or _title

25 government_positions/ district_represented

D4:government positions/ district_represented

00:government _positions/ district_represented

[01:government_positions/ jurisdiction_of_office

0 1:place _of_birth/ state

J0:place of birth

.01:place of birth/ state

D0:education/ degree

00: jurisdiction of office

.01:sibling/ place _of _birth

D:election_campaigns

Table 7: A running examples from WEBQUESTIONSP dataset. We show the probability P(rg,--- , rr|q) before
the inferred relations. Paths that lead to the correct answers are highlighted in bold. We use / to split two relations.
The three columns are corresponding to the results by using different training settings as it is in Table 4. Due to
space limit, we only show the partial name of a relation in the example and the probability less than .01 is shown
as .00. We do not show P(eq, - - - , ep—_1|q) because they are not determined by our MRP-QA model.
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